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Palabras Clave Resumen

Extraccién de conocimiento Este trabajo propone la aplicacion de técnicas para automatizar evaluaciones de usabilidad basadas en el
Andlisis de sentimientos protocolo Thinking Aloud en con el objetivo de superar las limitaciones inherentes a los enfoques manuales
Andlisis de audio y video tradicionales. Para ello, se realiza una revision sistematica de la literatura que permitira identificar avances
Pensando en voz alta recientes y vacios existentes en la aplicacion de técnicas automatizadas. El analisis considera tecnologias
Evaluacién de usabilidad emergentes como el reconocimiento automatico de voz, el procesamiento de lenguaje natural y el andlisis

multimodal de audio y video, evaluando su potencial para capturar y procesar datos de interaccién de
manera eficiente y objetiva. Asimismo, se examinan los retos asociados a la integracion de estas tecnologias,
incluyendo aspectos relacionados con la fiabilidad, la reduccién de sesgos y la escalabilidad del proceso. A
partir de los hallazgos, se propone el disefio de una herramienta de soporte orientada a la combinacion de
métodos de aprendizaje y analisis multimodal para optimizar la deteccion de emociones y la extraccion de
conocimiento en tiempo real. Esta aproximacion busca mejorar la calidad y la eficiencia de las evaluaciones
de usabilidad, ofreciendo un marco metodoldgico que contribuya a la evolucion hacia procesos mas
automatizados y menos dependientes de la intervencion humana para aumentar la objetividad.

Keywords Abstract

Knowledge extraction This study proposes the automation of the 7hinking Aloud protocol in usability evaluations, aiming to
Sentiment Analysis overcome the limitations of traditional manual approaches. To achieve this, a systematic literature review is
Audio and video processing conducted to identify recent advances and existing gaps in the application of automated techniques. The
Thinking aloud analysis examines emerging technologies such as automatic speech recognition, natural language
Usability testing processing, and multimodal audio-video analysis, assessing their potential to capture and process interaction

data efficiently and objectively. Furthermore, the review addresses challenges related to the integration of
these tools into testing environments, including issues of reliability, bias reduction, and process scalability.
Based on these findings, the design of a supporting tool is presented, focusing on the combination of
learning methods and multimodal analysis to enhance real-time emotion detection and knowledge
extraction. This approach seeks to improve the quality and efficiency of usability evaluations by providing a
methodological framework that supports the transition toward more automated processes, reducing human
intervention and increasing objectivity.

1. Introduccién sistemas interactivos (Hernando & Macias, 2023). El protocolo
Thinking Aloud (TA) se considera uno de los métodos mas
Las pruebas de usabilidad son un medio fundamental para utilizado para realizar investigaciones y evaluaciones de

evaluar la experiencia del usuario y la facilidad de uso de los usabilidad (Boren & Ramey, 2000). En particular, este método
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se ha adoptado ampliamente debido a su capacidad para
registrar de manera intuitiva los procesos de pensamiento y
los problemas que enfrentan los usuarios al ejecutar tareas
(Boren & Ramey, 2000). Durante una prueba con TA, los
usuarios expresan en voz alta sus pensamientos mientras
realizan una tarea especifica. Este enfoque de "pensar en voz
alta mientras se actua" ayuda a identificar problemas de
usabilidad ocultos en el sistema 'y a comprender los patrones
cognitivos de los usuarios (Hertzum & Holmegaard, 2015).

Sin embargo, la mayoria de las pruebas tradicionales con TA
se desarrollan manualmente, a través de anotaciones por
parte de observadores (Macias & Castells, 2001, 2002; Macias
& Culén, 2021). En algunos casos, se utiliza también un
proceso de grabacion, transcripcién y analisis manual, lo que
no solo es un proceso que consume mucho tiempo y
esfuerzo, sino que también dificulta la eliminacion de juicios
subjetivos en el analisis (Hertzum & Holmegaard, 2015).

Actualmente, y con el avance de la tecnologia, es posible
explorar otros enfoques tecnolédgicos para la prediccién de
emociones y la extracciéon automatica de caracteristicas. En
los ultimos afos, se han propuesto y aplicado diversos
métodos basados en aprendizaje profundo para la extraccion
automatica de caracteristicas en la prediccion del estado
emocional a partir de sefales de voz (Jahangir et al., 2021).
Sin embargo, algunos estudios han sefialado que estos
enfoques aun presentan ciertas limitaciones, como una
excesiva concentracion en el método concurrente, sin
considerar en profundidad las diferencias en la aplicacion de
otros enfoques (McDonald et al., 2012).

Con los avances en el reconocimiento automatico de voz
(ASR), procesamiento de lenguaje natural (NLP), aprendizaje
profundo y analisis de video, la automatizacién del analisis
de grabaciones y videos de usuarios se ha convertido en una
direccién clave para poder mejorar la eficiencia y objetividad
de las evaluaciones mediante TA. En ese sentido, la
investigacion actual se centra principalmente en cémo
aprovechar las tecnologias existentes para convertir de
manera efectiva los datos de voz, texto y video de los
usuarios en indicadores cuantificables de emociones y
comportamiento, un problema que estd recibiendo una
creciente atencién (Pang & Lee, 2008).

Este articulo tiene como objetivo explorar como lograr una
evaluacion de usabilidad automatizada usando el protocolo
TA. A través de la integracion de herramientas avanzadas de
deteccidon de emociones y extraccion de conocimiento, se
busca desarrollar un sistema de evaluacion eficiente, objetivo
y basado en datos. Ademas, se analizard el estado actual de
las tecnologias existentes en el procesamiento de datos de
voz, texto y video, asi como sus limitaciones (Pang & Lee,

Vol. 6, No 2 (2025)
Li & Macias Iglesias

2008). De esta forma, se propone también el disefo de una
herramienta de suporte al evaluador, proporcionando un
sélido respaldo técnico para la toma de decisiones.

Este articulo se estructura de la siguiente forma. En la Seccién
1 introduce el contexto de la investigacion. En la Seccién 2 se
presenta una Revision Sistematica de la Literatura,
formulando las preguntas de investigacion y dando
contestacién a cada una de ellas. En la Seccidn 3 se discuten
los resultados obtenidos, asi como las oportunidades de
investigacion junto con un andlisis de las posibles amenazas
a la validez identificadas durante el desarrollo del estudio. En
la Seccion 4 se describe una propuesta de disefio de una
herramienta de soporte al evaluador, en base a las
indagaciones realizadas en secciones anteriores. Finalmente,
en la Seccién 5 se presentan las conclusiones del trabajo y las
lineas de trabajo futuro que definirdn la continuidad de la
investigacion.

2. Analisis de trabajo relacionado

Para investigar sobre las posibilidades de automatizacién del
protocolo TA, se llevard a cabo una SLR (Systematic Literature
Review o Revision Sistematica de la Literatura) que permita
recopilar y analizar datos utilizando un método repetible y
analitico (Kitchenham et al., 2009; Fernandez & Macias, 2021).
Este enfoque es adecuado para situaciones que requieren un
analisis preciso, y es una via apropiada para identificar y
examinar la evidencia existente. La idea es realizar una
integracién exhaustiva de la literatura relacionada con la
automatizacién de las pruebas de usabilidad basadas en TA,
la deteccién de emociones y la extracciéon de conocimiento.
Esto proporcionara una base tedrica sélida para la seleccién
de tecnologias y el disefio de una herramienta de soporte.

2.1 Método

En términos generales, la metodologia adoptada puede
variar entre diferentes disciplinas. El método empleado en
este estudio se basa en una version simplificada de una SLR
(Kitchenham & Charters, 2007), con una adaptacién
especifica del marco PICOC (Poblacion, Intervencion,
Comparacion, Resultados y Contexto) a nuestro dominio de
investigacion (Padua, 2010). Esto nos permitird comprender
de manera integral los ultimos avances en deteccidon de
emociones, extraccion de conocimiento y analisis de video
dentro de la evaluaciéon automatizada de la usabilidad
mediante TA. El método SLR no solo garantiza la
repetibilidad y sistematicidad, sino que también permite una
recopilacion y andlisis exhaustivo y riguroso de la literatura
existente. A continuacion, se presentaran las preguntas de
investigacion, la cadena de busqueda, los criterios de
inclusion y exclusién, y el cribado y la seleccién de articulos.
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2.2 Preguntas de investigacion

Se plantean las siguientes preguntas de investigacion para
guiar la SLR y analizar los resultados obtenidos, en base a los
objetivos marcados en la seccidn anterior:

- RQ1: ;Qué propuestas existen para el analisis de
emociones, principalmente a partir de grabaciones
con usuarios, analizando video y audio?

- RQ2: ;Qué métodos especificos existen para
implementar el protocolo Thinking Aloud en
estudios de usabilidad, considerando aquellos que
puedan ser implementados de manera automatica
a través de métodos de extraccion de
conocimiento y de emociones?

- RQ3: ;Qué tecnologias y herramientas de apoyo
existen para la detecciéon de emociones a partir de
videos grabados con usuarios?

2.3 Seleccion de palabras clave y fuentes
bibliograficas

Para poder encontrar literatura que respalde y responda las
preguntas anteriores, se han seleccionado una serie de
palabras clave que compondrdn la cadena de busqueda
bibliografica:

Situacidn experimental y entorno: Thinking Aloud

AND (Design Thinking OR Usability
OR User Experience OR UX OR
User-Centered Design OR User-
Centred Design)

AND (Automatic OR Voice OR
Video OR Speech Recognition OR
Conversational OR
Language Processing OR
Intelligent OR Sentiment Analysis
OR Transcription)

Tratamientos:

Variables de respuesta:

Natural

Por otro lado, las bases de datos utilizadas para la busqueda
fueron las siguientes:

(1) IEEE Xplore

(2) ACM Digital Library
(3) Scopus

(4) Springer

(5) Google Scholar

2.4 Criterios de seleccion de articulos

Se definieron los siguientes criterios para filtrar los articulos
extraidos de las cinco bases de datos mediante la cadena de
busqueda anterior:
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- Criterios de inclusién: Los articulos seleccionados
deben estar relacionados con evaluaciones de
usabilidad que utilicen TA, e incluir procesos de
automatizacion a través de la deteccion de
emociones o la extraccion de conocimiento.
También, los articulos seleccionados deben estar
en inglés o espafiol, y deben haber sido publicados
después del 2010 para asegurar que son trabajos
recientes.

- Criterios de exclusién: Se descartaran aquellos
articulos que no estén relacionados directamente
con la tematica definida, aquellos que sean
antiguos, con contenido en curso, demasiado
cortos o poco desarrollados, y aquellos que se
encuentren repetidos.

2.5 Cribado y seleccion de articulos

Inicialmente, se obtuvo una alta cantidad de articulos que
posteriormente fueron filtrados mediante los criterios de
inclusion y exclusion. En la Tabla 1 se muestra un resumen de
estos procesamientos iniciales. Para aplicar los criterios de
inclusion y exclusion se utilizaron los filtros automaticos que
proporcionan las bases de datos. Ademas, se analizaron los
resumenes, palabras clave y contenido general de los
articulos, descartando aquellos que no cumplian con los
criterios establecidos. Como podemos ver en la Tabla 1, la
cantidad de articulos se redujo significativamente,
obteniendo al final un subconjunto mas reducido y relevante
de articulos.

Numero inicial Numero de articulos tras

Base de datos de articulos aplicar los criterios de
encontrados inclusién y exclusion
(1) IEEE Xplore 382 25
(g) ACM Digital 1240 24
Library
(3) Scopus 980 39
(4) Springer 1650 60
(5) Google Scholar 32000 95

Tras otra revision mas concienzuda de los articulos
resultantes, finalmente fueron 15 los articulos considerados
como primarios, es decir, aquellos relevantes y directamente
relacionados con el tema de investigaciéon propuesto, por lo
que se utilizaran principalmente para la contestar a las
preguntas de investigacién planteadas. Ademds, para
ampliar el alcance de la revision de la literatura, se utilizo el
método de la bola de nieve. Para ello, tras seleccionar los 15
articulos primarios, se revisaron sus referencias bibliogréficas,
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encontrando otros 6 articulos adicionales considerados
como relevantes para la investigacion, lo que aumenté el
nuimero de articulos a 21. Estos articulos adicionales
enriquecieron la investigacion, proporcionando mas
argumentaciones e informacién de interés para elaborar este
articulo. Por ultimo, se seleccionaron 14 documentos mas, a
través de busquedas menos estructuradas en Google. Estos
documentos, considerados como /iteratura gris, tratan sobre
temas técnicos que son de interés para enriquecer la
investigacion. Esto permitié finalmente contar con un total
de 35 articulos de interés que permitieron abordar cada una
de las preguntas de investigacion, aportando bibliografia
basica para poner en contexto cada una de ellas. Por un lado,
para abordar la RQ1 se encontraron articulos que discuten
principalmente los métodos de reconocimiento de
emociones en video y audio, asi como el analisis multimodal
de emociones. Para la RQ2 se encontraron articulos que
exploran cdémo utilizar tecnologias de reconocimiento
automatico de voz, procesamiento de lenguaje natural y
aprendizaje profundo. Por otro lado, para la RQ3 se
encontraron articulos que presentan principalmente
tecnologias de reconocimiento facial, deteccion de
emociones en tiempo real y herramientas de codigo abierto
relacionadas.

3. Resultados y discusion

La revision en profundidad de la literatura arrojé6 un
resultado alentador para la investigacion, y es que, hasta el
momento, no se han encontrado soluciones ni propuestas
concretas completamente automatizadas para la evaluacion
de la usabilidad utilizando TA a través de tecnologias de
reconocimiento de audio y video para la captura y analisis
del pensamiento del usuario. A pesar de los avances en la
automatizacion de algunos aspectos, como el analisis de
emociones a partir de audio y video, todavia no existe un
sistema integrado que cubra las necesidades del TA de una
manera completamente automatizada. Por lo tanto, este
campo sigue siendo un drea de investigacién poco
explorada, lo que subraya la importancia de este estudio y su
contribuciéon para avanzar hacia una automatizacién mas
completa de las pruebas de usabilidad.

A continuacién, se analizan cada una de las preguntas de
investigacion, discutiendo los trabajos encontrados y las
soluciones mas relevantes aportadas por la literatura.

(RQ1) ;Qué propuestas existen para el andlisis de
emociones, principalmente a partir de grabaciones con
usuarios, analizando video y audio?

Durante mucho tiempo, en la investigacién sobre usabilidad
ha habido una gran variedad de métodos utilizados para el
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analisis de emociones basados en grabaciones de usuarios
(audio y video). Actualmente, se emplean principalmente los
siguientes métodos:

1. Reconocimiento de emociones unimodales en voz.
Los investigadores analizan las sefales de voz y
video de los usuarios, extrayendo caracteristicas
como el volumen, ritmo, energia y tono para
detectar emociones. Klaus R. Scherer fue uno de los
primeros académicos en investigar la relacién entre
las caracteristicas de las senales de voz y la
expresién emocional en 1986 (Scherer, 1986). En
2010, Rafael A. Calvo y Sidney D'Mello discutieron
las teorias psicoldgicas de las emociones y revisaron
los métodos tradicionales de deteccion de
emociones (como la fisiologia, el analisis facial y el
analisis de voz), asi como los sistemas multimodales
emergentes. Calvo y D'Mello (Calvo & D'Mello, 2010)
propusieron métodos de andlisis de emociones
basados en aprendizaje automdtico y modelos
estadisticos. En 2011, El Ayadi y otros concluyeron
que las sefales de voz son una forma rapida y
efectiva de hombre-maquina,
enfocandose en el reconocimiento de emociones
en la voz (SER) en aplicaciones como la traduccién y
asistentes inteligentes, y resumieron las técnicas
mas relevantes, como la extraccion de
caracteristicas y los métodos de clasificaciéon (El
Ayadi et al.,, 2011). También se identificaron algunas
observaciones sobre los patrones de
comportamiento de los usuarios en diferentes
condiciones. Por ejemplo, una investigacién sefala
que los analistas emplearon diversos métodos para
identificar problemas de usabilidad. En el modo de
“trabajo en silencio”, los usuarios tendieron a
depender mas de la busqueda en el sistema,
mientras que en el modo de “pensar en voz alta”,
este método mostré un caracter mas activo y
orientado a objetivos (McDonald, 2020). Este
hallazgo ofrece una perspectiva valiosa para

interaccién

comprender las caracteristicas cognitivas del
método TA.

2. Métodos de reconocimiento de emociones
multimodales. Comenz6 en los afios 90 y, con el
desarrollo de la tecnologia, la combinacién de voz 'y
video ha mejorado la precision del reconocimiento
de emociones. En 1995, la investigacion de la
profesora Rosalind Picard sent6 las bases para este
enfoque (Poria et al, 2017). En 2017, Scherer y
Ellgring sefalaron que la combinaciéon de voz y
video permite un reconocimiento de emociones
mas efectivo (Scherer & Ellgring, 2007). Por otro
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lado, en 2011, Mohammad Soleymani y otros
investigaron la base de datos multimodal MAHNOB-
HCl, que se utiliza para la investigacion de la
deteccion de emociones y etiquetado (Soleymani et
al., 2012). Realizaron experimentos utilizando datos
de video, movimientos oculares, audio y sefales
fisiolégicas, y demostraron que los métodos
multimodales son mas precisos que los unimodales.
A lo largo del tiempo, los investigadores han
comparado diferentes métodos de reconocimiento
de emociones. En 2011, Schuller y otros resumieron
los avances en el reconocimiento de emociones a
partir de la voz (Schuller et al, 2011). En 2017,
Scherer 'y Ellgring estudiaron la expresion
multimodal de las emociones y descubrieron que
las emociones estan influenciadas por el contexto
(Scherer & Ellgring, 2007). Estos métodos,
combinados con técnicas de aprendizaje profundo
y aprendizaje automdtico, han mejorado la
precision del reconocimiento.

(RQ2) ;Qué métodos especificos existen para
implementar el protocolo Thinking Aloud en estudios de
usabilidad, considerando aquellos que puedan ser
implementados de manera automatica a través de
métodos de extraccion de conocimiento y de emociones?

Para automatizar el TA, se pueden utilizar cinco métodos,
cada uno basado en diferentes tecnologias que convierten la
voz en texto y luego usan tecnologias avanzadas para
realizar el andlisis de emociones y la extracciéon de
conocimiento, permitiendo el andlisis automatico de los
informes verbales de los usuarios:

3. Transcripcién automadtica de voz. Utiliza la
tecnologia de reconocimiento automético de voz
para convertir las descripciones verbales en texto.
Un estudio preliminar realizado por Nguyen y otros
(2017) respalda esta idea, al demostrar que la
transcripciéon de protocolos de pensamiento en voz
alta mediante ASR es viable y puede integrarse de
manera efectiva en estudios de usabilidad (Kuhn et
al, 2024). En 2012, Geoffrey Hinton y otros
sefialaron que las redes neuronales profundas
(DNN) son mas eficaces que los métodos
tradicionales, mejorando la  precision  del
reconocimiento de voz, y mencionaron las

experiencias de cuatro equipos de investigacion
exitosos (Hinton et al., 2012).

4. Comprension del texto y andlisis de emociones.
Después de la transcripcién automatica de voz, el
texto se introduce en un sistema de procesamiento

7.
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de lenguaje natural, utilizando modelos de lenguaje
pre-entrenados como BERT para el andlisis. En 2019,
Jacob Devlin y otros sefialaron que BERT es un
modelo de lenguaje basado en Transformer, que
aprende representaciones del lenguaje mediante
un entrenamiento bidireccional profundo, y es
adecuado para diversas tareas NLP (Sun et al., 2020).
En comparacion con los modelos tradicionales,
BERT mostré mejor rendimiento en varias tareas,
pudiendo identificar eficazmente las inclinaciones
emocionales de los usuarios, apoyando la deteccién
de emociones. Ademds de estos modelos
avanzados, Liu, Li y Wang (2016) propusieron un
enfoque basado en procesamiento de lenguaje
natural que puede ser usado para el andlisis
automatizado del protocolo TA, demostrando que
es posible identificar patrones problematicos en los
informes verbales de los usuarios de manera
automatica (Zhang et al., 2024).

Extracciéon de palabras clave y descubrimiento de
conocimiento. El uso de tecnologias de aprendizaje
profundo permite extraer palabras clave de manera
rdpida y precisa. En Wang y otros (2019)
propusieron un método automatico de extraccion
basado en aprendizaje profundo, que soporta la
extraccion de palabras clave de las transcripciones,
lo que facilita la posterior extraccion de
conocimiento y el analisis de emociones (Sun et al.,
2020). Posteriormente se desarroll6 un enfoque
especifico, que podria ser utilizado para automatizar
el TA, orientado a reducir la carga manual y mejorar
la precision del proceso (Li et al., 2025).

Modelado de contexto y manejo de textos largos.
En 2017, Vaswani y otros concluyeron que
Transformer puede utilizarse para manejar textos
largos y modelar el contexto (Vaswani et al., 2017),
lo que permitiria mejorar la comprensién del
proceso de pensamiento del usuario y la precision
en la deteccion de emociones.

Explicacién del modelo y validacién de resultados-
En 2016, Ribeiro propuso el modelo LIME, que
ayuda a automatizar el proceso de extraccién de
caracteristicas emocionales y de conocimiento
(Ribeiro et al, 2016). Este método utiliza redes
neuronales profundas para la transcripcién de voz,
BERT para el analisis de emociones, aprendizaje
profundo para la extraccién de palabras clave, y
Transformer para el procesamiento del contexto,
mejorando asi la precision y la eficiencia de los
datos.
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Por otro lado, los métodos multimodales pueden ser
también de utilidad para en andlisis de gestos en el
protocolo TA. Si bien la mayor parte del conocimiento se
puede extraer a través de la voz, también pueden ser de
interés las emociones expresadas por el usuario a través de
gestos o expresiones faciales. Sin embargo, la combinaciéon
de voz y video ha mejorado la precisién del reconocimiento
de emociones, y prueba de ellos son las investigaciones que
afirman que la combinaciéon de voz y video permite un
reconocimiento de emociones mas efectivo (Scherer &
Ellgring, 2007), a través de trabajos donde se realizaron
experimentos utilizando datos de video, movimientos
oculares, audio y sefales fisiologicas, demostrando que los
métodos multimodales son mas precisos que los unimodales
(Soleymai et al., 2012). Oros trabajos descubrieron que las
emociones estan influenciadas por el contexto (Scherer &
Ellgring, 2007), y la combinacién de técnicas de aprendizaje
profundo y aprendizaje automatico pueden ser la solucién
para un reconocimiento automdtico de emociones mas
completo en la evaluacién automatica de la usabilidad
mediante TA.

En los ultimos afos, el desarrollo de las tecnologias de
reconocimiento de emociones ha dado un nuevo impulso a
las investigaciones en este dmbito. Por ejemplo, algunos
estudios han demostrado que los métodos de
reconocimiento emocional basados en expresiones faciales
pueden alcanzar una tasa de precision superior al 90X% en
condiciones en tiempo real, lo que evidencia su viabilidad y
eficacia en aplicaciones practicas (Abdat et al, 2011).
Ademads, la comunidad académica ha llevado a cabo
revisiones sistematicas sobre la aplicaciéon de la computacién
afectiva en el reconocimiento de emociones psicoldgicas, lo
cual aporta un sélido respaldo tedérico para la comprension
de la percepcion emocional en la interaccién persona-
ordenador (Bakkialakshmi &. Sudalaimuthu, 2021). Otros
trabajos han desarrollado programas de reconocimiento de
emociones faciales basados en realidad virtual, dirigidos
especificamente a la evaluacion y tratamiento asistido de
personas con esquizofrenia (Souto et al., 2019). Al mismo
tiempo, las tecnologias multimodales de reconocimiento
emocional sin contacto también estdn evolucionando
rdpidamente, y la literatura existente ha explorado sus
multiples aplicaciones, desafios técnicos, soluciones
propuestas y perspectivas futuras (Khan et al., 2024). De la
misma forma, en los ultimos afos, los investigadores
también han comenzado a explorar diferentes enfoques
tecnolégicos, como los métodos de reconocimiento de
emociones en el habla basados en aprendizaje profundo
(Bhavan et al., 2020), asi como el uso de la realidad
aumentada para la deteccion de emociones a partir de
expresiones faciales (Bhardwaj, 2023). Estos avances
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enriquecen aun mas el contexto tecnolégico en el que se
enmarca este articulo.

(RQ3) ;{Qué tecnologias y herramientas de apoyo existen
para la deteccion de emociones a partir de videos
grabados con usuarios?

Las tecnologias actuales se centran principalmente en el
reconocimiento de expresiones faciales en los videos. Para
ello, se lleva a cabo la extraccién de caracteristicas faciales de
los fotogramas del video para analizar el estado emocional.
Las tecnologias y herramientas principales se dividen en los
siguientes cuatro enfoques:

8.  Métodos de reconocimiento de emociones en video
basados en aprendizaje profundo. En 2017, Li y
otros propusieron la base de datos RAF-DB y
optimizaron el aprendizaje de caracteristicas
mediante el modelo DLP-CNN, demostrando que
este modelo supera a los métodos existentes (Li et
al., 2022). Ese mismo afio, Mollahosseini y otros
crearon la base de datos AffectNet, que recopila
mas de un millén de imagenes faciales,
descubriendo que los métodos de Redes
Neuronales Profundas (DNN) son mas efectivos que
los métodos tradicionales. En una investigacion
previa, los mismos autores habian evidenciado que
el uso de arquitecturas DNN mas profundas podia
mejorar significativamente la precision en el
reconocimiento de expresiones faciales, sentando
asi una base técnica sélida para sistemas de analisis
emocional en video (Mollahosseini et al., 2016).

9. Tecnologias de deteccién de emociones mediante
el reconocimiento en tiempo real de expresiones
faciales. En Shuster, M., y otros (2017) investigaron
la tecnologia de reconocimiento de expresiones
faciales en tiempo real. Esta tecnologia permite
capturar rapidamente los cambios emocionales de
los usuarios durante su interaccién, asegurando la
precisién y la inmediatez de la detecciéon de
emociones (Bartlett et al., 2003). En 2019, C. Jiang, Y.
Qiu, H. Gao y otros propusieron una plataforma de
retroalimentacién  para
tecnologia de aprendizaje profundo y video de alta
velocidad, esta plataforma captura y analiza en
tiempo real las expresiones faciales de los usuarios
para proporcionar retroalimentacién emocional.
Esto podria ayudar a los disefadores a optimizar
dindmicamente la interfaz de usuario y mejorar los
resultados de las pruebas de usabilidad (Jiang et al.,
2019). En general, estas tecnologias podrian ser

usuarios.  Utilizando
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adecuadas para pruebas de usabilidad en linea y
otros escenarios altamente interactivos.

10. Herramientas y plataformas de cédigo abierto. El
paquete OpenFace, desarrollado en 2018 por T.
Baltrusaitis y otros, es una herramienta de analisis
facial de cédigo abierto que puede detectar puntos
clave faciales, postura de la cabeza, unidades de
accién y seguimiento ocular, y soporta
procesamiento en tiempo real. OpenFace tiene una
alta precisiéon y puede ejecutarse en cédmaras
comunes, siendo aplicable en campos como la
interaccion persona-ordenador, la computacion
emocional y el analisis médico (Baltrusaitis et al.,
2016).

11. Explicacion del modelo y mejoras. En 2017,
Selvaraju y otros propusieron el método Grad-CAM,
que genera imagenes visuales utilizando
informacién de gradientes, ayudando a entender las
areas clave en el reconocimiento de expresiones
faciales (Selvaraju et al, 2017). Las tecnologias
actuales, basadas en visién por computadora y
aprendizaje profundo, pueden detectar en tiempo
real el estado

emocional del usuario,
proporcionando soporte para las pruebas de

usabilidad.

En general, todas las tecnologias y herramientas analizadas
parecen prometedoras para su utilizacién dentro de la
interaccién con el usuario, con el objetivo de poder detectar
informacién y conocimiento con precision. Esto permitiria
automatizar en andlisis de resultados en pruebas de
usabilidad basadas en TA. A través de la integracién de
herramientas avanzadas de deteccion de emociones y
extraccion de conocimiento, se podria desarrollar un sistema
de evaluacion eficiente, objetivo y basado en datos. Esto
proporcionard un sélido respaldo técnico para mejorar la
experiencia del usuario y el disefio de la interaccién (Rojas &
Macias, 2015), aportando ademas una solucién automatizada
de calidad al proceso (Quintal & Macias, 2021).

3.1 Oportunidades de investigacion

El andlisis realizado a partir de las tres preguntas de
investigacion revela patrones interesantes de convergencia
tecnoldgica y areas donde la integracion entre diferentes
enfoques podria generar avances significativos. Mientras
que cada modalidad de anélisis (audio, video, texto) ha
demostrado capacidades prometedoras de manera
individual, la verdadera oportunidad para la automatizacién
completa del protocolo TA reside en la integracion
inteligente de todos estos enfoques.

La convergencia mas significativa se observa en el
uso generalizado de arquitecturas de aprendizaje
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profundo que pueden ser utilizadas en todas las
modalidades. Desde los modelos de transformacion para
procesamiento de texto hasta las redes convolutivas
profundas para andlisis de video y el procesamiento de
audio, existe una base tecnoldgica comun que facilita la
integracién. Esta convergencia sugiere que es factible
desarrollar arquitecturas unificadas que puedan procesar
multiples modalidades de datos de manera coherente y
sincronizada, si bien para el caso de TA tiene mas sentido el
andlisis de audio que el andlisis de gestos en video.

No obstante, persisten brechas significativas en areas
clave. Primero, la sincronizacién temporal precisa entre
diferentes modalidades sigue siendo un desafio técnico
complejo, especialmente cuando se requiere realizar un
andlisis en tiempo real. Segundo, la interpretacion
contextual de eventos multimodales en relacion con
tareas especificas de usabilidad requiere un desarrollo
adicional. Tercero, el proceso de adaptacidon para tener en
cuenta las diferencias individuales y culturales respecto a la
parte de expresién emocional y de patrones de verbalizacion
presenta desafios que van mas alla de las capacidades
técnicas actuales.

3.1.1 Implicaciones para el disefio de herramientas
integradas

Los hallazgos sugieren que el disefio de herramientas para
automatizar el protocolo TA debe considerar una
arquitectura modular que permita la integracién flexible de
diferentes componentes tecnolégicos. Esta arquitectura
debe considerar no solo la precision técnica de cada
componente individual, sino también la coherencia y
complementariedad de las percepciones generadas por
diferentes modalidades de andlisis. Un aspecto
particularmente importante es la necesidad de métodos que
puedan manejar situaciones donde exista informacion
contradictoria. Por ejemplo, cuando el andlisis de audio
sugiere frustracion, pero el andlisis de video indica
concentracion, la herramienta debe incluir mecanismos para
resolver estas inconsistencias de manera inteligente,
posiblemente considerando el contexto especifico de la
tareay el historial de comportamiento del usuario.

3.1.2 Consideraciones éticas y de privacidad

La implementacién de herramientas de analisis multimodal
para la automatizaciéon del protocolo TA también plantea
importantes consideraciones éticas y de privacidad que
deben ser abordadas de manera proactiva. La capacidad de
estas herramientas para detectar estados emocionales y
cognitivos detallados de los usuarios requiere el desarrollo
de marcos éticos claros que protejan la privacidad vy
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autonomia de los participantes en estudios de usabilidad. Es
particularmente importante la consideracion de cémo el
conocimiento automatizado podria ser utilizado o mal
utilizado, especialmente en contextos comerciales donde la
informaciéon sobre respuestas emocionales de usuarios
podria tener valor econémico significativo. Las herramientas
construidas deben incorporar salvaguardas técnicas vy
procedimentales que aseguren que los datos emocionales de
los usuarios sean utilizados exclusivamente para mejorar la
usabilidad y la experiencia del usuario, y no para propésitos
de manipulaciéon o explotaciéon comercial.

3.1.3 Desarrollo de estandares y protocolos

Una necesidad critica identificada a través de este analisis es
el desarrollo de estandares y protocolos especificos para la
implementacion de herramientas para automatizar el TA.
Estos estandares deben abordar aspectos técnicos como la
sincronizacion de datos multimodales, la calibracion para
diferentes poblaciones de usuarios, y los métodos de
validacién de resultados automatizados frente a los andlisis
manuales tradicionales.

Los protocolos también deben especificar mejores practicas
para la recolecciéon de datos, incluyendo configuraciones
recomendadas de  hardware, procedimientos de
configuracién  experimental, e instrucciones para
participantes que optimicen la calidad de los datos
capturados sin comprometer la naturalidad de la experiencia

del usuario durante las sesiones TA.

3.1.4 Validacion y confiabilidad

Otra érea critica de investigacion relacionada es el desarrollo
de métodos robustos para validar la confiabilidad y validez
de las herramientas de andlisis automatico en TA. Esto
incluye el desarrollo de métricas especificas que puedan
comparar de manera significativa los resultados
automatizados con los andlisis manuales expertos,
considerando que diferentes analistas humanos también
pueden tener interpretaciones ligeramente diferentes de los
mismos datos.

La investigacién en validacion debe también abordar la
cuestion de cuando y en qué condiciones las herramientas
automaticas proporcionan conocimiento que van mas alla de
lo que puede ser detectado mediante el analisis manual
tradicional. Esto podria incluir la capacidad de detectar
patrones sutiles en datos multimodales que serian dificiles de
percibir por analistas humanos, o la identificacién de
correlaciones entre diferentes aspectos de la respuesta del
usuario que emergen solo cuando se analiza la totalidad de
los datos (del dataset) de manera sistematica.
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3.1.5 Integracion con paradigmas de investigacion
existentes

Finalmente, se debe abordar cémo las herramientas
automaticas podrian ser integradas de manera efectiva en
los métodos de investigacion de usabilidad existentes. Esto
incluye el desarrollo de workflows hibridos donde la
automatizacion debe complementar, en lugar de reemplazar
completamente, la experiencia del humano, permitiendo
que los investigadores se enfoquen en aspectos de alto nivel
como la interpretacidon de resultados y la generacion de
recomendaciones de disefo.

La integracion efectiva también requiere el desarrollo de
interfaces de wusuario intuitivas que permitan a los
investigadores en usabilidad, que pueden no tener
experiencia técnica en aprendizaje automdtico o
procesamiento de sefales, utilizar e interpretar eficazmente
los resultados de las herramientas de automatizacién. Estas
interfaces deben proporcionar tanto resultados de alto nivel
como acceso a detalles técnicos cuando sea necesario
requerido para una validacién o investigacion mas profunda.

3.2 Amenazas a la validez

Con respecto a las amenazas a la validez (Rojas & Macias,
2019) relacionadas con el estudio presentado, el sesgo de
publicacién, el de seleccién, junto con la arbitrariedad de la
cadena de busqueda, son las principales amenazas internas a
tener en cuenta, mientras que la generalizabilidad puede
entenderse como la amenaza externa a considerar en este
contexto.

Por un lado, el sesgo de publicacién se refiere a la tendencia
de que los resultados positivos se publiquen con mayor
frecuencia que los negativos, lo que afecta a los resultados
de la busqueda de la literatura. Para reducir este sesgo, se
utilizaron multiples bases de datos (como IEEE Xplore, ACM
Digital Library, etc.) y motores de busqueda (como Google
Scholar), ademds de seleccionar algunos documentos
considerados como /iteratura gris, asegurando que se
pudiera realizar una busqueda amplia de investigaciones
relacionadas con la automatizacion del protocolo TA.

Por otro lado, el sesgo de seleccion se refiere a la inclusion de
literatura no relevante debido a criterios de seleccién
demasiado amplios o no estrictos. Para evitar este sesgo, se
establecieron criterios claros de inclusion: los articulos deben
abordar temas relacionados con la automatizacién del
protocolo TA, la deteccién de emociones y la extraccién de
conocimiento, y deben estar escritos en espafiol o inglés, con
una fecha de publicacion posterior a 2010. Al mismo tiempo,
se excluyeron estrictamente aquellos articulos que no se
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ajustaran al tema de investigacién, que estuvieran repetidos
0 que tuvieran un contenido demasiado breve, asegurando
asi que los articulos seleccionados fueran altamente
relevantes para el tema de la investigacion.

En lo que se refiere a la arbitrariedad de la cadena de
busqueda, ciertamente el disefilo de la misma tiene un
impacto importante en los resultados obtenidos. Para reducir
los problemas de omisién o redundancia causados por
combinaciones inadecuadas de palabras clave, estas fueron
seleccionadas por los dos autores del articulo, asegurando
asi que la expresion de busqueda pudiera capturar con
precision todos los articulos clave relacionados con el tema
de investigacién planteado.

Finalmente estd el problema de la generalizabilidad, es decir,
la posibilidad de que los resultados de la investigaciéon no
sean aplicables a un campo mas amplio. Para reducir este
problema se utilizé el método snowballo de /a bola de nieve,
aumentando asi el nimero de trabajos relacionados y
asegurando que los articulos seleccionados representan
mejor el tema de investigacioén tratado.

Aunque podrian seguir existiendo amenazas a la validez, las
acciones llevadas a cabo permiten minimizarlas,
proporcionaron una base solida de literatura para el estudio
y andlisis de la automatizacion del protocolo TA a partir de
métodos modernos de aprendizaje 'y extraccion
automatizada de conocimiento y emociones, que es el
objeto de estudio.

4. Propuesta de herramienta automatizada

En base a las conclusiones presentadas en la seccién anterior,
se propone el disefo de una herramienta que permita el
analisis automatico de evaluaciones de usabilidad a través
del protocolo TA, no como método Unico, sino para la toma
de decisiones, de forma que los resultados puedan ser
comparados con la percepcion de otros observadores
humanos. Esto permitiria cubrir las carencias existentes en
este ambito y desarrollar un sistema automatizado que
proporcione
retroalimentacion rapida y eficaz en evaluaciones de
usabilidad basadas en TA.

combine datos multimodales y

4.1 Arquitectura software

La herramienta estara basada principalmente en el analisis
de audio; interpretara tanto ficheros de audio como de video
que contengan las opiniones de los usuarios grabadas a
partir de sesiones TA. La herramienta se implementara
mediante una arquitectura modular fundamentada en el
patrén Modelo-Vista Controlador. La seleccién de este patrén
arquitecténico responde a la necesidad de integrar

Vol. 6, No 2 (2025)
Li & Macias Iglesias

flexiblemente  diferentes componentes de  analisis
especializados, mantener la escalabilidad de la herramienta
para manejar volumenes crecientes de datos multimedia, y
asegurar la mantenibilidad del cédigo para facilitar futuras
extensiones. El patron MVC se adapta particularmente bien
a las caracteristicas de la herramienta a disefar debido a la
clara separacién de responsabilidades que requiere el
procesamiento de datos multimedia. El modelo maneja la
persistencia de datos complejos incluyendo archivos
multimedia, metadatos de andlisis, y resultados procesados.
La vista gestiona multiples interfaces especializadas para
diferentes tipos de usuarios, desde
evaluadores/investigadores individuales hasta
administradores de equipos de UX. El controlador
coordinard flujos de trabajo complejos que involucran
procesamiento asincrono, integracion con APIs externas, y
generacion de reportes dindmicos.

En la Figura 1 se muestran los principales médulos y etapas
funcionales de la herramienta a construir. En concreto, se
proponen ocho funcionalidades secuenciales que abarcan
desde la entrada que proporciona el evaluador, compuesta
por grabaciones de sesiones TA, hasta la salida que
proporciona la herramienta, y que estard compuesta por un
informe detallado sobre los problemas concretos de
usabilidad identificados durante las sesiones TA
suministradas como entrada.

Entrada de Audio/Video

Andlisis NLP

Analisis de Sentimientos

Deteccion de Problemas

Generacion de Sugerencias

Salida de Reportes

I‘I<I‘I‘I‘ | <I

A continuacién, se describen estas etapas:

- Entrada y validacion: En esta etapa, la herramienta
permitirda cargar archivos multimedia, usando
formatos estandar de video y audio. También
validara dicho formato, la duracién y la calidad,
haciendo las adaptaciones necesarias para mejorar
en lo posible la calidad de la entrada.

78


http://revista.aipo.es/index.php/INTERACCION

INTERA_CION

- Preprocesamiento: En esta etapa se extraen las
pistas de audio, incluyendo las que se encuentren
en archivos de video, se normalizard el volumen, y
se aplican filtros basicos de ruido.

- Transcripcidn ASR (Automatic Speech Recognition):
En esta etapa, el audio procesado en la etapa

anterior se convertirdA en texto utilizando
tecnologias de reconocimiento automatico de voz.

- Andlisis NLP (Natural Language Processing): En esta
etapa, el texto obtenido en la etapa anterior se
procesa mediante técnicas de procesamiento de
lenguaje natural para su tokenizacion y analisis
sintactico.

- Andlisis (emocional) de sentimientos: En esta etapa

se aplican técnicas de analisis de sentimientos para
cuantificar la polaridad emocional de cada
segmento obtenido en la etapa anterior.

- Deteccién de problemas: En esta etapa se aplican
algoritmos especializados para detectar patrones
especificos que permitan identificar problemas
concretos de usabilidad.

- Generacién de sugerencias: En esta etapa, los
problemas encontrados en la etapa anterior se
clasifican por nivel de severidad y se generan las
recomendaciones especificas para cada uno de
dichos problemas de usabilidad.

- Salida de reporte: En esta etapa, los resultados
obtenidos se almacenan en una base de datos, y
ademds se generan visualizaciones y reportes
especificos para el usuario final (evaluador), con
informacion sobre el andlisis realizado.

Respecto a los detalles técnicos, por un lado, la extraccién de
audio incluird un andlisis inteligente de los archivos de video
para identificar y extraer Unicamente las pistas de audio
relevantes para el andlisis TA. Esto incluye la deteccion
automatica de multiples pistas de audio en archivos
complejos, identificacion de la pista que contiene
verbalizaciones del usuario en contraposicion al audio de la
propia herramienta o el ruido ambiental, y la preservacién de
sincronizacién temporal precisa que permita correlacionar
posteriormente transcripciones especificas con momentos
exactos en la grabacién original.

La normalizacion de audio implica la utilizacién de
algoritmos sofisticados que ajustan no solamente el volumen
general, sino también la dinamica de la sefal para optimizar
el reconocimiento automatico. Esto incluye el uso de
compresion dinamica para reducir variaciones extremas de
volumen sin eliminar informacién emocional importante, la
ecualizacion para enfatizar frecuencias de voz humana
mientras se suprimen ruidos tipicos de grabaciones de
campo, y la supresién del ruido que elimina segmentos de
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silencio o ruido de fondo que pueden interferir con el
reconocimiento. La segmentacion divide estratégicamente el
audio en chunks de duracion optimizada para su
procesamiento a través de APIls de reconocimiento. La
duracién debe representar un balance cuidadoso entre
varios factores, relacionados con la maximizacion de la
precision de reconocimiento (por ejemplo, los segmentos
demasiado cortos pierden contexto, y los que son demasiado
largos aumentan errores). Se debe también optimizar el uso
de APIs comerciales (que frecuentemente tienen limites de
duracion por peticion), y facilitar el procesamiento paralelo
para reducir el tiempo total de analisis.

Por otro lado, el médulo de reconocimiento automatico de
voz es responsable de la transformacion critica de
verbalizaciones auditivas en el texto estructurado que
posteriormente puedan ser procesadas por algoritmos
especializados de analisis de lenguaje natural para,
posteriormente, poder detectar problemas de usabilidad.
Esta transformacion representa uno de los desafios técnicos
mds complejos de la herramienta a construir, ya que debe
manejar las  caracteristicas  especificas del habla
conversacional tipica en sesiones del protocolo TA,
incluyendo frases falsas, pausas cognitivas, lenguaje
informal, y expresiones emocionales espontaneas.

La arquitectura del médulo de reconocimiento automatico
debe ser disefada considerando las limitaciones vy
variabilidades inherentes en las grabaciones de campo
tipicas de la investigacidon en UX, donde las condiciones de
audio pueden ser suboptimas debido a factores como el
ruido ambiental, la calidad variable de los equipos de
grabacion, los diferentes acentos y patrones de habla de los
participantes, y las fluctuaciones en el volumen de voz
durante la verbalizaciéon de los pensamientos. Esta realidad
practica requiere la implementacion de multiples capas de
procesamiento y optimizacion que van mas alla de la simple
aplicacion de APIs de reconocimiento de voz comerciales. La
implementacién técnica de este médulo debe integrar
multiples tecnologias complementarias que trabajen en
conjunto para optimizar la precisiéon de la transcripcién. Esto
es particularmente importante, ya que los diferentes motores
ASR tienen fortalezas especificas: algunos son adecuados
para reconocimiento de lenguaje conversacional informal,
otros para audio con ruido de fondo, y algunos para acentos
especificos o terminologia técnica. La capacidad de cambiar
dindmicamente entre motores segun las caracteristicas
detectadas del audio permite optimizar la precision de
transcripcién caso por caso.

Otra parte importante es lo relacionado con el analisis de
sentimientos y el mapeo a problemas concretos de

79


http://revista.aipo.es/index.php/INTERACCION

INTERA_CION

usabilidad a detectar. Para ello, se utilizardan herramientas
para analizar textos informales y conversacionales,
estudiando la polaridad e intensidad tanto positiva como
negativa de los sentimientos identificados. Adicionalmente,
la herramienta implementara un algoritmo de deteccién de
patrones basado en expresiones regulares optimizadas,
utilizado para identificar expresiones lingliisticas especificas
relacionadas con problemas conocidos de usabilidad, como
se ha indicado en la literatura analizada. Para ello, se
realizaran clasificaciones en base a la severidad del problema
encontrado y a su factor emocional asociado. La herramienta
incluird también un motor de reglas que permita mapear
automaticamente los tipos de problemas detectados a
sugerencias especificas de mejora, proporcionando valor
inmediato a los usuarios. Durante todo el proceso, se tendran
en cuenta métricas y valores necesarios para la estimacién y
célculo de la bondad de las predicciones realizadas.

4.2 Prototipo

En la Figura 2 se presenta un prototipo de la herramienta
web construida, atendido a las consideraciones narradas en
la seccién anterior.

® Ddionct

e Welcome back, shuashuolit s pmariss)

12 12
_

' Recent Projects [ e Recant analyss

Por un lado, la herramienta permite la gestién de usuarios y
proyectos. De esta forma, los evaluadores pueden crear sus
propios proyectos de evaluacién y subir los videos y audios
de las sesiones TA que deseen analizar. Una vez subidos, la
herramienta procede a realizar las etapas descritas en la
Figura 1, obteniendo como resultado una serie de
indicadores y salidas, en forma de dashboard o cuadro de
mandos, que le servirdn al evaluador para la toma de
decisiones. Todos los resultados se guardan de manera
permanente en una base de datos, de forma que puedan ser
accedidos en cualquier momento por parte de los
evaluadores. Ademds, la herramienta permitird la
comparacion de distintos tipos de proyectos para identificar
problemas de usabilidad comunes a todos ellos.

5. Conclusion y trabajo futuro

El protocolo TA es uno de los mas utilizados en las pruebas
de evaluacién de la usabilidad con usuarios, ya que permite,
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de una forma expresiva, conocer las sensaciones de este
mientras interactua con la aplicacion a evaluar, lo que facilita
obtener informacion de primera mano a los evaluadores. La
mayoria de las evaluaciones tradicionales mediante TA se
desarrollan manualmente, a través de anotaciones que
toman los observadores. En algunos casos, se utiliza también
un proceso de grabacion para su posterior procesamiento, o
de transcripcion y analisis manual, lo que consume tiempo y
esfuerzo.

Con los avances en el reconocimiento automético de voz,
procesamiento de lenguaje natural, aprendizaje profundo y
analisis de video, la automatizacion del analisis de
grabaciones y videos de usuarios es una solucién interesante
para mejorar la eficiencia y objetividad de las evaluaciones
mediante TA, lo que permitiria un proceso mas sistematico
de anadlisis y obtencién automatica de resultados, logrando
pautas para integrar de manera satisfactoria la inteligencia
artificial en la interaccion con el usuario (Macias 2008; Macias
2012).

Segun la literatura existente, no existen todavia propuestas
concretas en ese sentido, pero si hay tecnologias y
herramientas que ayudarian a implementar soluciones que
permitirian la automatizacién del protocolo TA y su posterior
analisis, especialmente a través del analisis de emociones y
de la extraccién automdtica de conocimiento. Esto incluye el
reconocimiento automatico de voz, que ha permitido
mejorar la precisiéon de la transcripcion de voz, haciendo el
proceso mas eficiente. Por otro lado, el analisis de emociones
y procesamiento de lenguaje natural tiene cabida a través de
herramientas que permiten analizar el texto transcrito e
identificar automaticamente las emociones del usuario.
Ademas, el reconocimiento de emociones multimodales, que
permite combinar datos de voz y video, permite capturar con
mayor precision el estado emocional del usuario. Todo ello
permitiria extraer y analizar en tiempo real informacién para
asistir en el analisis emocional.

En base a estas indagaciones, se proponen pautas para la
construcciéon de una herramienta de soporte que automatice
la deteccidon de problemas de usabilidad en evaluaciones
mediante el protocolo TA. La herramienta sigue un flujo
l6gico compuesto por ocho pasos que permiten cargar
informacion inicial (audio y video) sobre las sesiones TA con
usuarios y, como Uultimo paso, la emisiéon de informes de
resultados sobre los problemas de usabilidad encontrados,
siendo la ejecucion del resto de pasos totalmente
transparente para el usuario evaluador.

Como lineas futuras para continuar esta investigacion, se
propone la finalizacion y testeo de la herramienta de
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automatizacion propuesta, lo que permitiria observar hasta
qué punto se puede aumentar la eficiencia, reduciendo al
mismo tiempo la intervencién humana y mejorando la
objetividad. También se pueden plantear otros escenarios
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multimodal, si bien este tipo de informacién es menos
relevante en evaluaciones TA, ya que el audio es la principal
fuente de entrada y de conocimiento para evaluaciones
basadas en este protocolo.

que presentan de por si retos de investigacion en esta linea,

como la posible falta de precisién en entornos ruidosos y las Agradecimientos

dificultades técnicas en el analisis emocional en tiempo real . L . . 3
Esta investigacion ha sido subvencionada a través de los

proyectos de investigacion TED2021-129381B-C21, PID2021-
1222700B-100 y PID2024-1552310B-100, de la Agencia Estatal
de Investigacion.

cuando se procesan grandes volumenes de datos. También,
la inclusién del andlisis facial proveniente de video podria ser
explorado como otro canal de entrada de informacion
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