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Keywords

Aunque existen numerosos métodos de inteligencia artificial explicable (XAl), todavia hay una falta de
estudios que analicen cémo los usuarios perciben la explicabilidad y la confiabilidad que estos ofrecen.
Consecuentemente, es dificil determinar cudles son los métodos de XAl mas adecuados en funcion de las
preferencias y necesidades de los usuarios. En este trabajo, usuarios expertos en IA evaluaron seis métodos
XAl basados en perturbacién, aplicados a través de tres redes y dos conjuntos de datos para el
reconocimiento de actividades en video. Para ello, se pidié a los expertos puntuar cémo de razonables
fueron las explicaciones, en base a las regiones del video sefnaladas como importantes. Los resultados
muestran la preferencia por el método RISE adaptado a video, mientras que identifican el método de
predictores univariados adaptado a video como el menos razonable. Estos hallazgos ofrecen a investigadores
y profesionales una vision sobre los métodos de XAl preferidos en video, al tiempo que amplian la
comprensién de la explicabilidad de la IA desde una perspectiva centrada en el usuario.

Abstract

explainable artificial
intelligence

evaluation
human-centered XAl
video-based XAl methods

Many explainable artificial intelligence (XAl) methods exist; however, there is a lack of user evaluations on
explainability or trustworthiness. Consequently, it remains unclear which XAl methods are appropriate based
on users and their preferences. In this study, Al experts evaluated six removal-based XAl methods applied
across three networks and two datasets for video-based activity recognition. For this purpose, the experts
scored the reasonableness of the explanations, based on the video regions indicated as the most relevant.
Experts consistently preferred the video-adapted RISE method, while identifying the video-adapted
univariate predictors method as the least preferred. These findings provide insight for researchers and
practitioners on the preferred XAl methods to use with videos, while also expanding the understanding of
XAl methods from a human perspective.
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1. Introduccion

La creciente presencia de la inteligencia artificial (IA) en
multiples dominios (Dong etal., 2021), pone de relieve la
importancia de garantizar su explicabilidad, de modo que las
decisiones automatizadas puedan entenderse, evaluarse vy,
cuando proceda, cuestionarse por los usuarios. Tal como
dicta el marco de trabajo HCAI (Human-Centered Artificial
Intelligence framework), los métodos que identifican cuando
es necesaria la acciéon automatica y cuando la humana, y que
evitan el exceso de peso de estas acciones son mas
propensas a producir disefos fiables, seguros y confiables
(Shneiderman, 2020).

Desde la llegada del aprendizaje profundo (deep learning),
se han desarrollado numerosos métodos de IA explicable
(XAl) con el propédsito de hacer inteligible la toma de
decisiones de los modelos a los usuarios humanos (Adadi &
Berrada, 2018; Barredo Arrieta et al., 2020). Sin embargo, pese
al notable avance técnico en técnicas de explicabilidad,
todavia es limitado el nimero de estudios que investigan
como los usuarios finales perciben estas explicaciones, qué
necesidades de explicabilidad tienen y en qué contextos las
valoran positivamente.

En este sentido, resulta imprescindible no sélo disenar
nuevos métodos de XAl, sino también incorporar al usuario
final desde el inicio del proceso de disefio de las
explicaciones. De hecho, la literatura ha comenzado a
adoptar un enfoque de IA explicable centrada en el ser
humano (Human-Centred XAI, HCXAI), que integra factores
humanos en la investigacién y desarrollo de explicaciones de
IA (Schoonderwoerd et al., 2021; Hong y Park, 2025; Ridley,
2025).

En consecuencia, avanzar en el desarrollo de HCXAI implica
alinear las explicaciones de IA con los usuarios especificos,
considerando sus niveles de especializacion, sus tareas o los
entornos de uso, y adaptar las presentaciones al contexto.
Esta orientacién promueve no sélo la comprensibilidad y la
usabilidad, sino también la confianza, la colaboracién
humano-IA vy, la adopcién ética y eficaz de los sistemas
inteligentes. Estudios recientes muestran ademds que los
criterios para una explicacion significativa no se limitan a la
fidelidad técnica del modelo, sino que incluyen dimensiones
como ser comprensible, accionable, concisa, coherente con
la tarea del usuario y adaptada a sus expectativas (Kim et al.,
2024).

Aunque las ciencias sociales han estudiado ampliamente los
procesos mediante los cuales las personas generan y
comprenden explicaciones, la investigacién en XAl suele
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fundamentarse en la intuicidon de los propios investigadores
acerca de qué constituye una “buena” explicaciéon (Miller,
2019). Esta estrategia tiende a pasar por alto aspectos
esenciales como la comprensién humana, los perfiles y
necesidades de los destinatarios y los factores contextuales
en torno a la explicacion. Estudios recientes evidencian una
baja utilizacién de los métodos centrados en el ser humano
en el disefio de sistemas XAl (Kaplan et al., 2024; Mohseni
etal, 2018; Rong etal., 2024). La literatura indica que este
tipo de enfoques resultan Utiles para orientar las decisiones
técnicas impulsadas por las necesidades y perspectivas de los
usuarios, al tiempo que permiten identificar limitaciones en
los métodos existentes y proporcionar marcos conceptuales
que promuevan una XAl compatible con los humanos (Liao &
Varshney, 2022).

Ademads, a nivel de evaluacién de XAl, existe una falta de
marcos tedricos, metodoldgicos y métricas estandarizadas
que permitan evaluar en qué medida los métodos de XAl
ofrecen una explicabilidad util para las personas (Floridi et al.,
2018; Hoffman et al., 2019; Miré-Nicolau et al., 2024). Las
escasas evaluaciones empiricas con usuarios disponibles
suelen carecer de fundamentos provenientes de las ciencias
cognitivas y sociales (Rong et al, 2024) y no siguen
protocolos sistematicos para medir, cuantificar y comparar la
explicabilidad de los sistemas de IA (Burkart & Huber, 2021).
Ademads, los estudios que evalian empiricamente los
métodos XAl con tareas, usuarios y contextos especificos
muestran diferentes necesidades y preferencias de los
usuarios (Dodge etal., 2019; Ehsan etal., 2024; Szymanski
etal, 2021). En esta misma direccién, (Wells & Bednarz, 2021)
llevaron a cabo una revisidon sistemdtica examinando
estudios XAl con un especial interés en el usuario, revelando
que muchos estudios no involucraban a usuarios, e incluso
cuando se realizaban pruebas con usuarios, a menudo se
omitian detalles clave, como el nimero de participantes, los
métodos de reclutamiento o el nivel de experiencia de los
participantes en aprendizaje automdtico. Esto limita la
transparencia y la reproducibilidad de las evaluaciones.

AL trabajar especificamente con datos visuales (es decir,
imagenes o videos), existen evaluaciones de métodos XAl
con usuarios para imagenes (Aechtner et al., 2022; Algaraawi
etal, 2020; Heimerl etal.,, 2020; Manresa-Yee etal.,, 2024),
pero, hasta donde sabemos, no hay trabajos que aborden
videos. Por lo tanto, es necesario investigar para comprender
completamente el impacto de los métodos XAl para video y
la efectividad de las explicaciones.

El objetivo de este trabajo es realizar un estudio cuantitativo

con expertos que evalia seis métodos XAl basados en
perturbacién en video, aplicados sobre tres redes y dos

85


http://revista.aipo.es/index.php/INTERACCION

INTERA_CION

conjuntos de datos. Para lograr esto, se adaptan seis
métodos XAl, ampliamente utilizados originalmente para
explicaciones locales basadas en imagenes, al dominio del
video. Para entender las diferencias, se generan
explicaciones para tres redes con arquitecturas variadas,
incluyendo transformers 'y modelos convolucionales.
Ademds, se utilizan dos conjuntos de datos para el
reconocimiento de acciones humanas disponibles
publicamente: uno grabado en un entorno controlado y otro
que comprende videos de entornos no controlados extraidos
de YouTube.

Tras cuantificar las preferencias de los usuarios respecto a los
seis métodos XAl, los resultados muestran acuerdo tanto en
los métodos preferidos como con los menos preferidos. Estos
hallazgos proporcionan, a futuros investigadores y
profesionales, guias de disefio concretas, respaldadas por las
elecciones de los usuarios.

El articulo se organiza de la siguiente manera: la Seccién 2
proporciona una revision de los conceptos clave
relacionados. La Seccién 3 detalla el sistema impulsado por
IA, incluidos los conjuntos de datos, las redes neuronales y
los métodos XAl utilizados. La Seccion 4 describe la
metodologia, cubriendo los participantes, el aparato, el
procedimiento y el disefio del estudio. Los resultados se
presentan en la Seccién 5, seguidos de una discusién en la
Seccién 6. Finalmente, la Seccién 8 concluye y destaca
posibles direcciones para futuras investigaciones.

2. Trabajo relacionado

2.1. Inteligencia artificial explicable centrada en el
ser humano

XAl comprende un conjunto de métodos y técnicas
orientados a mejorar la transparencia y la interpretabilidad
de las decisiones y del interno de los modelos de inteligencia
artificial. A medida que estos sistemas se vuelven mas
complejos, especialmente en el dmbito del aprendizaje
profundo, comprender como producen sus resultados se
vuelve mas complejo. Las técnicas de XAl buscan reducir esta
dificultad al ofrecer informacién sobre el comportamiento
del modelo, lo que facilita que los usuarios interpreten,
evalien y confien en las decisiones generadas por la 1A
(Adadi & Berrada, 2018; Barredo Arrieta et al., 2020).

Las técnicas de explicabilidad se categorizan generalmente a
lo largo de varias dimensiones clave: enfoque en datos o en
modelo, explicaciones directas o post-hoc, alcance global o
local, y presentacion estética o interactiva (Arya et al., 2020).
Primero, las explicaciones pueden tener como objetivo
aclarar las propiedades de los datos de entrada o el
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comportamiento del modelo en si. Al explicar el modelo, la
distinciéon es entre modelos directamente interpretables (por
ejemplo, regresion lineal, o arboles de decisiéon) y la
explicabilidad post-hoc, que se aplica después de que se
entrene el modelo. Ademas, las explicaciones pueden
dirigirse a predicciones individuales (local) o al
comportamiento del modelo en su conjunto (global).
Finalmente, las explicaciones pueden ser estdticas o, como
recomienda Miller (2019), disefladas para apoyar la
participacion interactiva del usuario para una comprensién
mas profunda.

La XAl centrada en el ser humano se basa no solo en la
explicabilidad técnica, sino también en alinear las
explicaciones con las necesidades humanas, los procesos
cognitivos y el contexto (Barda et al., 2020; Liao et al., 2020).
En lugar de asumir que una explicacién es suficiente, la XAl
centrada en el ser humano enfatiza la usabilidad, la
interpretabilidad y la relevancia para diversos usuarios,
incluidos los no expertos (Lopes et al., 2022). El objetivo es
crear explicaciones que sean intuitivas y conscientes del
contexto y, por lo tanto, apoyen la toma de decisiones para
mejorar la colaboracién entre humanos y sistemas de IA
(Ehsan etal., 2022; Liao & Varshney, 2022). Esta perspectiva
reconoce que la efectividad de una explicacion depende
tanto del usuario como del método en si.

2.2. XAl aplicado a datos de video

Mientras que los métodos XAl basados en imagenes se han
estudiado exhaustivamente en la literatura (por ejemplo,
Lundberg & Lee, 2017; Petsiuk etal, 2018; Ribeiro etal,
2016), los métodos XAl basados en video, particularmente los
agnésticos al  modelo, permanecen
inexplorados, en parte debido a los desafios Unicos que
plantea el video, como la mayor dimensionalidad. Sin
embargo, los métodos agnosticos del modelo son valiosos
porque ofrecen flexibilidad y amplia aplicabilidad para
escenarios del mundo real.

relativamente

Los enfoques agndsticos mas empleados se basan en la
eliminacion o modificaciéon de la entrada (removal-based
explanations). Su objetivo comun es estimar la relevancia de
las caracteristicas de entrada analizando los cambios en las
predicciones cuando se perturban o eliminan partes de la
entrada. Dado que las modificaciones se realizan
directamente sobre el espacio de entrada, estos métodos no
dependen del modelo, y laimportancia de cada caracteristica
se infiere Unicamente a partir de la variacion en la salida. En
el caso de los datos de video, la elevada dimensionalidad y la
naturaleza espacio-temporal del contenido obligan a
introducir adaptaciones, como el uso de grupos de pixeles o
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regiones (superpixeles) y la extensién del andlisis a lo largo
del tiempo.

Entre los métodos agnodsticos mds representativos (y los
empleados en nuestros experimentos) se encuentran LIME,
SHAP, RISE, LOCO, uwnivariate predictors y occlusion
sensitivity.

LIME (Local Interpretable Model-agnostic Explanations)
explica las predicciones de un clasificador mediante un
modelo interpretable local, como una regresion lineal o un
arbol de decisién. Particiona la imagen (o fotograma) en
regiones llamadas superpixeles y genera muestras
perturbadas ocluyendo aleatoriamente parte de ellas. La
relevancia de cada regidn se estima en funcién del cambio
observado en la confianza de la prediccién (Ribeiro et al.,
2016).

SHAP (SHapley Additive exPlanations) introduce los valores
de Shapley como medida unificada de importancia de las
caracteristicas. Estos valores representan el cambio esperado
en la predicciéon del modelo al considerar o excluir una
caracteristica. Kernel SHAP, una variante eficiente vy
aproximada, combina elementos de LIME para garantizar
exactitud local y coherencia en la asignacion de relevancias
(Lundberg y Lee, 2017).

RISE (Randomized Input Sampling for Explanation) genera
mascaras binarias aleatorias sobre una cuadricula de baja
resoluciéon, que posteriormente se interpola hasta las
dimensiones del fotograma. Cada muestra se obtiene
ocluyendo diferentes regiones y midiendo el efecto en la
probabilidad de clase. La relevancia final se calcula
promediando las predicciones en aquellas muestras donde
las regiones permanecen visibles, produciendo un mapa de
calor de relevancia positiva (Petsiuk et al., 2018).

LOCO (Leave-One-Covariate-Out) evalua la influencia de cada
caracteristica eliminandola del conjunto de entrenamiento y
observando la variacion resultante en las predicciones. A
diferencia de los anteriores, proporciona explicaciones
globales del modelo en lugar de locales (Lei et al., 2018).

Los wunivariate predictors proponen evaluar el impacto de
cada variable de manera independiente, optimizando la
interpretabilidad y complejidad
computacional. Como LOCO, este enfoque ofrece
explicaciones globales (Guyon & Elisseeff, 2003).

reduciendo la

Occlusion sensitivity calcula la importancia de los pixeles
desplazando un parche (por ejemplo, gris) sobre la imagen y
midiendo el cambio en la confianza de la prediccion. En el
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contexto del video, este método se extiende anadiendo una
dimension temporal al kernel usado para la oclusién, lo que
permite capturar la relevancia espaciotemporal y adaptarse
mejor a secuencias con cortes, movimientos de camara u
objetos que entran o salen del campo de visién (Zeiler &
Fergus, 2014).

Estos métodos, con las adaptaciones pertinentes para ser
extrapolados a su uso en video (Gaya-Morey etal., 2024)
constituyen las principales aproximaciones agndsticas
utilizadas actualmente para proporcionar explicaciones
interpretables en tareas de reconocimiento basadas en
video.

2.3. Estudios de usuario en datos visuales

La mayoria del trabajo existente en evaluacién de métodos
XAl se centra en métricas automadticas, a menudo pasando
por alto cdmo los usuarios reales interpretan, confian o se
benefician de estas explicaciones (Miller, 2019). En
consecuencia, relativamente pocos estudios de usuario
evalian explicaciones de imdgenes y videos con
participantes humanos. Esta brecha es especialmente
pronunciada en el dominio del video, donde la dimensién
temporal afnade complejidad a la interpretacion humana.
Evaluar las explicaciones con usuarios reales es crucial para
comprender su utilidad practica, mejorar las opciones de
disefio y garantizar que dichos sistemas se alineen con el
razonamiento y la toma de decisiones humanos.

Con respecto a los estudios de usuario sobre métodos XAl
aplicados a imagenes, Aechtner et al. (2022) estudiaron la
percepcién de los usuarios sobre las explicaciones locales
frente a las globales, mostrando la preferencia por las
explicaciones locales de los usuarios poco habituados al uso
de IA. Manresa-Yee et al. (2024) también estudiaron las
explicaciones locales frente a las globales, involucrando a
104 usuarios en un estudio que analizaba aspectos como la
confianza percibida o la comprension. Se observaron
puntuaciones mas altas para las combinaciones de ambas
explicaciones. Algaraawi et al. (2020) investigaron el
rendimiento de los mapas de saliencia en un estudio con
usuarios, mostrando una preferencia por LRP, y sefialaron la
ayuda limitada de las explicaciones para predecir la salida de
la red para nuevas imagenes o para identificar las
caracteristicas de la imagen a las que el sistema es sensible.

Selvaraju et al. (2017) exploraron si las explicaciones de Grad-
CAM ayudaron a los usuarios a establecer una confianza
adecuada en las predicciones. Sus resultados mostraron que
Grad-CAM permitié a los usuarios no entrenados diferenciar
con éxito una red profunda “mas fuerte” de una “mas débil”,
incluso cuando producian predicciones idénticas.
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En nuestra revision de la literatura para XAl aplicado a video,
no se encontré ningun trabajo que evalie o compare
diferentes explicaciones en videos desde una perspectiva
humana.

3. Sistema de reconocimiento de actividades
y métodos XAl

Para evaluar las preferencias del usuario por los métodos XAl
de video, se cred un conjunto de que combina tres redes, dos
conjuntos de datos y seis métodos XAl Esto permitié
introducir variaciones en las explicaciones, para identificar la
influencia de estos tres factores.

3.1. Conjuntos de datos

Se seleccionaron dos conjuntos de datos con caracteristicas
distintas para entrenar los modelos y evaluar los métodos
XAI: Kinetics 400 (Kay et al., 2017) y EtriActivity3D (Jang et al.,
2020).

El conjunto de datos Kinetics 400 es una coleccién a gran
escala de videos de YouTube que cubre 400 categorias, con
al menos 400 videoclips por clase. El conjunto de datos se
centra en diversas actividades humanas, incluidas las
interacciones entre personas y las interacciones con objetos.
Presenta una amplia variedad de participantes, entornos y
objetos, junto con desafios como movimientos de cdmara y
cortes dentro del mismo clip, lo que contribuye a su
complejidad.

En contraste, EtriActivity3D es un conjunto de datos mds
especializado que contiene 112.620 videos, clasificados en 55
actividades. Se centra en tareas cotidianas realizadas por 100
individuos, la mitad de los cuales tienen mas de 64 afos, lo
que permite el estudio sobre demografia de edad avanzada.
Los videos se capturaron en entornos domésticos,
incluyendo multiples habitaciones, y desde ocho cadmaras
fijas, asegurando una grabacion estable y sin cortes para
cada clip. Se trata, por tanto, de una configuracion muy
controlada que permite obtener un conjunto de datos
menos complejo que Kinetics 400.
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3.2. Redes neuronales

Se utilizaron tres redes: TimeSformer (Bertasius et al., 2021),
TANet (Liu etal.,, 2021) y TPN (Yang et al., 2020). Estas redes
son representantes de diferentes arquitecturas neuronales,
como los transformers y las redes convolucionales, lo que
nos permite explorar si dicha arquitectura tiene un impacto
en las preferencias de los usuarios. La eleccion de las redes se
justifica por su rendimiento en tareas de clasificacion de
acciones y su disponibilidad publica dentro de la caja de
herramientas de coédigo abierto basada en PyTorch
MMAction2 para el analisis de video (OpenMMLab, 2020).

TimeSformer, una variante del Vision Transformer, captura
caracteristicas espaciotemporales procesando parches a
nivel de fotograma. TANet incorpora un Médulo Adaptativo
Temporal (TAM) dentro de su marco CNN 2D, lo que permite
la captura de dindmicas temporales tanto a corto como a
largo plazo utilizando un mecanismo adaptativo de dos
niveles. La Red Piramidal Temporal (TPN), por otro lado,
extrae e integra informacion espacial, temporal y semantica
utilizando un reescalado jerdrquico, mejorando el
rendimiento para tareas con variabilidad temporal. Para
TANet y TPN, utilizamos la arquitectura ResNet50 como
backbone.

Para el conjunto de datos Kinetics 400, utilizamos pesos pre-
entrenados disponibles en MMAction2. Para el conjunto de
datos EtriActivity3D, realizamos fine tuning de las redes
utilizando los pesos pre-entrenados de Kinetics 400,
entrenando durante 10 épocas con validaciéon cruzada con
k=5.

3.3. Métodos XAl

Dado que adoptamos redes con arquitecturas variables,
optamos por métodos XAl agnésticos del modelo, que
generan explicaciones independientemente del modelo
subyacente. Especificamente, empleamos una versién
adaptada a video de métodos XAl agndsticos del modelo
ampliamente utilizados, que se encuentra disponible
publicamente’. Dichos métodos incluyen adaptaciones de
LIME (Ribeiro etal, 2016) (Video LIME), Kernel-SHAP
(Lundberg & Lee, 2017) (Video Kernel-SHAP), RISE (Petsiuk

Video SOS

Figura 1: Efemplo de explicaciones calculadas usando el modelo TimeSformer y el conjunto de datos Kinetics 400, utilizando los diferentes
meétodos. Solo se muestra un fotograma del momento de maxima relevancia por método.
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etal, 2018) (Video RISE), Occlusion sensitivity (Zeiler &
Fergus, 2014) (Video SOS), LOCO (Lei etal., 2018) (Video
LOCO) y predictores univariados (Guyon & Elisseeff, 2003)
(Video UP). Relacionandolos con las dimensiones de XAl
mencionadas anteriormente, estos métodos tienen como
objetivo explicar el modelo y se caracterizan por ser post-
hoc, de alcance local y estéticos en la presentaciéon (Gaya-
Morey et al., 2024).

La operacién de estos métodos implica cuatro pasos
principales: (1) segmentar el video de entrada en regiones
que consisten en pixeles de diferentes fotogramas, (2) ocluir
estas regiones y pasar el video modificado a través del
modelo, donde las predicciones cambian segun las regiones
ocluidas, (3) resumir la relevancia de cada region para la
prediccion objetivo y (4) visualizar las explicaciones. Los
parametros exactos utilizados en cada paso dependen del
método. La aplicacién de estos métodos XAl para explicar la
prediccién de un modelo para un video dado produce una
explicaciéon en forma de video, dentro del cual cada pixel
representa la relevancia del pixel correspondiente en el video
original. La Figura 1 muestra un ejemplo de explicacion
utilizando cada método.

3.4. Explicaciones de videos

Para la evaluacidn, se seleccioné una muestra aleatoria de 30
videos de cada conjunto de datos: Kinetics 400 y
EtriActivity3D. Por consistencia, solo se incluyeron videos
que fueron clasificados correctamente por las tres redes
utilizadas en el estudio. Si un video fue mal clasificado por
alguna red, fue reemplazado por otro video seleccionado al
azar. Para asegurar una comparacion justa, se impusieron
condiciones iguales para los métodos en la medida de lo
posible, como el nimero de caracteristicas, muestras y tipo
de oclusion.

Cada uno de los 30 videos de ambos conjuntos de datos se
proceso a través de las tres redes: TimeSformer, TPN y TANet.
Para cada prediccién, se generaron explicaciones utilizando
los seis métodos XAl descritos anteriormente. Esto resulté en
6 participantes X 6 métodos XAl X 3 redes X 2 conjuntos de
datos X 30 videos por condicion =1.080 explicaciones a lo
largo del experimento.
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Para mejorar la claridad y la interpretabilidad de las
explicaciones, solo se retuvo el 30% superior de las regiones
mas relevantes, filtrando las &reas menos significativas
(puede apreciarse mas adelante en las Figuras Figura 2 y
Figura 5). Ademas, se aplica estiramiento de histograma para
asegurar que las explicaciones utilizaran todo el rango del
espectro de color, haciendo que las visualizaciones fueran
mas claras. Ademas, se eliminaron los valores de relevancia
negativos por dos razones principales: simplificar la
informacién presentada a los usuarios que evaltan las
explicaciones y estandarizar las salidas en todos los métodos
XAl, ya que no todos los métodos proporcionan
puntuaciones de relevancia tanto positivas como negativas.

4, Método

Se presentaron explicaciones a los usuarios para evaluar sus
preferencias.

4.1. Participantes

Seis voluntarios (tres mujeres) del entorno universitario
participaron en el estudio. Las edades oscilaron entre 24y 47
afos (media = 34,7; DT = 10,4). Dichos participantes tienen
una amplia experiencia tanto en IA como en XAl, con su
conocimiento basado en afos de investigacion especializada
y aplicaciones practicas. Dos de los expertos, los mas jévenes,
trabajaron en IA durante al menos tres o cuatro afios y han
pasado los ultimos dos afos trabajando en XAl. Los expertos
mds experimentados tienen una amplia trayectoria tanto en
IA como en XAl, habiendo trabajado en esta ultima area
durante un minimo de cinco afos. Ademas, tres de los
expertos centran su investigacién en Interacciéon Persona-
Ordenador (IPO). Su investigacion abarca un amplio
espectro, incluida la visién por computador y el aprendizaje
profundo aplicados a problemas de (IPO). Aunque todos los
participantes tenian experiencia con IA y XAl, su familiaridad
no se extendia a todos los métodos XAl.

4.2, Aparato

Se desarroll6 una interfaz de usuario para mostrar el video,
su clase asociada, la explicacién y un mapa de color
correspondiente para ayudar a los usuarios en su evaluacién
(ver Figura 2). La interfaz muestra las 1.080 explicaciones,
cada visualizaciéon muestra solo una explicacion.

89


http://revista.aipo.es/index.php/INTERACCION

INTERA_CION

8! Score Explanations

index  Class

1005 | playing dums
1006 handshaking
1007 taking abow
1008 |shufing car.
1009 brushing teeth
1010 |taking med.
1011 spreadingb
1012 | handshaking
1013 |using acom
1014 |playing drums
105 playng ukul...
1016 | sword fighting
1017 brushingteeth
1018 |openingthe...
1019 sword fighting
1020 |spreadngb.

N
1022 |cuting hair
1023 doing neck
1028 |taking abow
1025 |putngona.. |

§

The system has classified the action in the video as

o

Tom=lem ==t

N RIS CI

1026 |usngarem
1027 | vacuummin
1028 |doing neck
1029 taking med.
1030 tsking med.
1031 | watering pla
1032 shuffling car.
1033 |tobogganing
1034 takingto ea |
1035 tobogganing |
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talking on the phone

The regions that contribute positively to the classification are highlighted according to the legend.

_—

Play Again (Space)

Do the highlighted regions used in the classification seem reasonable?
v Strongly disagree

Strongly agree

Save (M) Key )

G) o w

Figura 2: Interfaz de usuario para puntuar las explicaciones generadas por el método XAl A la izquierda, una
lista desplazable de videos con su clase correspondiente y las puntuaciones asignadas por el usuario. En la parte
superior, se muestra informacion pertinente sobre la explicacion actual, incluida la clase y el mapa de color
que representa la explicacion. En el centro, se presenta el video que se esta explicando (izquierda) junto con su
explicacion correspondiente (derecha). En la parte inferior, se presenta al usuario una prequnta y opciones de
respuesta, con la respuesta seleccionada en rojo.

La pregunta planteada a los usuarios durante la evaluacién
fue: “;Las regiones resaltadas utilizadas en la clasificacion
parecen razonables?” Las opciones de respuesta se
presentan en una escala de Likert con valores de entre -2
(totalmente en desacuerdo) y +2 (totalmente de acuerdo).
Por lo tanto, las puntuaciones positivas resaltan el
alineamiento entre las regiones importantes segun el
método y el usuario, y las negativas, el no alineamiento. La
pregunta busca determinar si las regiones resaltadas se
alinean con las percepciones de los usuarios al identificar
acciones especificas en el video. Para mitigar cualquier
posible sesgo, las explicaciones se presentan en orden
aleatorio y sin informacién sobre la red, el conjunto de datos
o el método XAl. Esto asegura una evaluacién “ciega”.

4.3. Procedimiento

El estudio se llevé a cabo utilizando un portatil con el
programa instalado localmente, que se permitié a los
participantes llevar a casa. A cada participante se le
encomendd la tarea de evaluar 1.080 explicaciones, un
proceso que requirié a cada usuario aproximadamente de 3 a
4 horas. Para acomodar esto, se les dio a los participantes la
flexibilidad de pausar y reanudar la evaluacion a su
conveniencia.

Las explicaciones se presentaron a todos los participantes en
el mismo orden, con la siguiente explicacion mostrada

automaticamente después de evaluar la anterior. Sin
embargo, los participantes tuvieron la flexibilidad de poder
navegar libremente entre explicaciones, lo que les permitié
volver a visitar, reevaluar y actualizar sus puntuaciones segun
fuera necesario.

Para cada método, se calculé la puntuacion media para
todos los participantes para cada método XAl Ademas,
creamos graficos de barras agregados de las puntuaciones
de los participantes por método, conjunto de datos y red y
analizamos la significancia estadistica de los diferentes
factores.

4.4. Diseino

El estudio siguié un disefio intrasujetos de 6X3X2 con las
siguientes variables independientes y niveles:

- Método XAl (Video RISE, Video Kernel-SHAP, Video
LOCO, Video LIME, Video SOS, Video UP)

- Red (TimeSformer, TANet, TPN)

- Conjunto de datos (EtriActivity3D, Kinetics400)

La variable dependiente fue la puntuacién de razonabilidad
en una escala Likert de 5 puntos de -2 (totalmente en
desacuerdo) a 2 (totalmente de acuerdo).
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Average score by XAl method, dataset and network

EtriActivity3D Kinetics 400
VideoUP = -1.4 Video UP -0.6
Video LOCO -0.5 m Video LOCO Wo2
] Video SOS I 04 E Video SOS s o7
= Video LIME 0.7 = Video LIME 0.4
Video Kernel-SHAP B o1 Video Kernel-SHAP I o7
Video RISE . 15 Video RISE . 13
5 Video UP -1.2 5 Video UP 0.4
E Video LOCO 0.6 N E Video LOCO I os
2 Video SOS . 07 S Video S0S I 0.9
£ Video LIME 0.1 £ Video LIME 0.5
= Video Kernel-SHAP 011 F  Video Kernel-SHAP I o5
Video RISE 17 Video RISE " 12
Video UP -1.6 Video UP -0.5
2 Video LOCO 01 N 5 Video LOCO | 0.0
z Video SOS Moz z Video SOS I o4
= Video LIME 01 = Video LIME 0.5
Video Kernel-SHAP B o4 Video Kernel-SHAP B o4
Video RISE I 1S Video RISE e 1.2
-2 -1 0 1 2 -2 -1 0 1 2
Figura 3: Promedlio de puntuaciones de los usuarios agrupadas por método XAl, conjunto de datos y red.
El nimero total de ensayos fue de 6.480 (= 6 participantes X mayor, fueron de -0,806 (Video UP), -0,093 (Video LOCO),
6 métodos XAl X 3 redes X 2 conjuntos de datos X 30 0,368 (Video SOS), 0,356 (Video Kernel-SHAP), 0,540 (Video
videos por condicién). LIME) y 1,390 (Video RISE). Por red, las medias fueron 0,200
(TANet), 0,389 (TimeSformer) y 0,288 (TPN). Por conjunto de
5. Resultados datos, las medias fueron 0,096 (EtriActivity3D) y 0,489

(Kinetics 400). A continuacion, se describen multiples analisis
realizados por diferentes combinaciones de estas
condiciones. Los resultados de la evaluacion de los usuarios
se presentan en la Figura 3 y la Figura 4. La Figura 3 ilustra las
puntuaciones promedio por método, mientras que la Figura
4 agrega las puntuaciones por conjunto de datos, red y

En esta secciébn se presentan los resultados de las
evaluaciones realizadas por parte de los participantes. La
media general sobre las 6.480 explicaciones fue de 0,292.
Respecto a la pregunta de interés, las respuestas muestran
valores entre 0 (neutral) y 1 (ligeramente de acuerdo), por lo
tanto, hubo una tendencia general de los participantes a

método.
sentir que las explicaciones de los métodos XAl se inclinaban
hacia “razonables”. Por método XAl, las medias, de menor a
User scores by XAl method User scores by dataset

Video UP _ o e . Kineticsaoo 670383 626 1027
EtriActivity3D 336 450 730
Video LOCO - 148 209 282 - v _

0 500 1000 1500 2000 2500 3000
Video SOS - 126 181 287

r scor network :
Video Kernel-SHAP -138 213 356 - User scores by etwo 0: Neutral

m -2: Strongly disagree

-1: Disagree

. TPN NS e 50 566 +1: Agree
video uite |G e TaNet [EIINZEE) 3o SIS w+2: Strongly agree
Video RISE 11“7 7 B _ TimeSformer [JS6aM228 366 62 so1 |
0 200 400 600 800 1000 0 500 1000 1500 2000

Figura 4: Recuento de puntuaciones de usuario agrupadas por método XAl, por conjunto de datos y por red.
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Video LOCO Video UP Video SOS

Figura 5: Imdgenes de ejemplo que recibieron las puntuaciones mds altas y bajas de los seis expertos. Las
columnas representan diferentes métodos XAl, mientras que las filas muestran las imdgenes con la puntuacion
mds alta (arriba) y las imdgenes con la puntuacion mds baja (abajo).

Primero, se realizé un ANOVA de tres vias para evaluar los
efectos del conjunto de datos, la arquitectura de la red
neuronal y el método XAl en las valoraciones de los usuarios.
Se encontraron efectos principales significativos para el
conjunto de datos (F1,6444=162,83), la red (F26444=12,49) y el
método XAl (Fse44=369,43). Ademads, se observaron
interacciones significativas entre el conjunto de datos y la
red (F26444=10,98), el conjunto de datos y el método XAl
(Fseaasa = 43,17), la red y el método XAl (Fi06444=9,06), y la
interaccién de tres vias entre el conjunto de datos, la red y el
método XAl (Fio6444=5,61). En todos los casos, p<0,001. Estos
resultados indican que la percepcion del usuario no solo
depende de factores individuales, sino también de sus
combinaciones, con el método XAl mostrando el efecto mas
fuerte en las valoraciones.

Para evaluar el poder explicativo de diferentes factores,
calculamos R? para tres modelos: uno que incluye todos los
factores (conjunto de datos, red y método XAl), uno que
considera solo el método XAl y uno que incluye solo el
conjunto de datos y la red. El modelo completo alcanzé R? =
0,273, lo que indica que los factores juntos explican el 27,3%
de la varianza en las valoraciones de los usuarios. El modelo
que considera solo el método XAl arrojé6 R? = 0,208,
confirmando que el método XAl es el factor mas influyente.
Por el contrario, el modelo que incluye solo el conjunto de
datos y la red arrojé solo R?= 0,024, lo que sugiere que estos
factores por si solos contribuyen minimamente a explicar las
valoraciones de los usuarios. Ademas, el modelo completo
tuvo el AIC (21.216) y el BIC (21.460) mas bajos, lo que indica
el mejor equilibrio entre la bondad de ajuste y la
complejidad del modelo.

A continuacion, se realizé una prueba post hoc de Tukey HSD
para analizar las diferencias por pares entre los métodos XAl.
Los resultados mostraron diferencias significativas en la

mayoria de las comparaciones (p<0,05), excepto entre Video
Kernel-SHAP y Video SOS (p=0,999), donde no se encontrd
ninguna diferencia significativa. EI método Video RISE
obtuvo consistentemente valoraciones significativamente
mas altas en comparacién con otros métodos, con las
mayores diferencias observadas frente a Video UP (diferencia
media=2,20; p<0,001). Por el contrario, Video UP recibié
valoraciones significativamente mas bajas que todos los
demds métodos. Estos hallazgos confirman que la eleccion
del método XAl influye fuertemente en las valoraciones de
los usuarios. Video RISE exhibe los resultados mas favorables,
alcanzando una puntuaciéon promedio de 1,39 dentro del
rango [-2, 2]. En segundo lugar, se encuentra Video LIME
(0,54), seguido de cerca por Video SOS (0,37) y Video Kernel
SHAP (0,36). Por el contrario, Video LOCO puntia mal (-0,09),
y Video UP recibe una puntuacién de -0,81, la puntuacion
mas baja.

También se realiz6 una prueba post hoc de Tukey HSD para
analizar las diferencias por pares entre las tres arquitecturas
de redes neuronales. Los resultados revelaron que
TimeSformer recibié valoraciones significativamente mas
altas que TANet (diferencia media=0,19; p<0,001). Sin
embargo, las diferencias entre TPN y TANet (diferencia
media=0,09; p=0,119) y entre TimeSformer y TPN (diferencia
media = 0,10; p = 0,056) no fueron estadisticamente
significativas.

6. Discusion

La preferencia por Video RISE por parte de los expertos
sugiere que colocar regiones importantes sobre la persona
que realiza la acciéon tiene sentido para los usuarios (ver
Figura 5, primera fila, tercera columna, explicacién para la
clase “cepillarse el pelo”). Ademas, las explicaciones suaves
mostradas por Video RISE, sin bordes duros, fueron mejor
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valoradas sobre otros métodos. Esta observacion plantea la
cuestion de si introducir suavidad en otros métodos, como a
través de un filtro gaussiano, influiria positivamente en la
calidad de la explicacion segun los usuarios. Si bien Video
RISE logré consistentemente resultados superiores en todos
los conjuntos de datos y redes, el rendimiento de otros
métodos varié dependiendo de estos factores. Por ejemplo,
Video UP puntué aproximadamente un punto mas alto en
Kinetics 400 que en EtriActivity3D, y Video SOS funcioné
mejor en TimeSformer que en otras redes. Esto sugiere que
ciertos métodos XAl pueden ser mas adecuados para redes
neuronales o caracteristicas de datos especificas.

El conjunto de datos también influyd en las valoraciones de
los usuarios. En promedio, las puntuaciones para Kinetics 400
fueron 0,39 puntos mas altas que las de EtriActivity3D, con el
ANOVA confirmando esta diferencia como significativa
(F16444=162,8; p<0,001). Atribuimos la diferencia a la
complejidad del conjunto de datos: Kinetics 400 presenta
videos mas complejos con movimientos de camara, cortes y
una gama mas amplia de clases de accion, lo que dificulta la
generaciéon de explicaciones. En contraste, EtriActivity3D
ofrece un contexto mds simple para identificar regiones
importantes para la clasificacion, lo que probablemente
influyé en las puntuaciones de los usuarios.

Con respecto a la seleccion de la red, observamos diferencias
significativas en las puntuaciones promedio de los usuarios
TimeSformer (puntuacion
promedio=0,39) y TANet (puntuacién promedio=0,20). Sin
embargo, no se encontré ninguna diferencia significativa
entre TPN (puntuaciéon promedio=0,29) y cualquiera de los
otros dos. Esto demuestra que, incluso cuando se entrena en

entre dos modelos:

condiciones idénticas, las diferencias de arquitectura entre
modelos impactan las evaluaciones de los usuarios. Por
ejemplo, las explicaciones con Video UP y Video SOS
recibieron consistentemente puntuaciones mas altas cuando
se generaron para TimeSformer en comparacion con las otras
dos redes, como se muestra en la Figura 3. En consecuencia,
para garantizar una evaluacién justa de los métodos XAl, los
experimentos deben incluir multiples redes que representen
diversas arquitecturas.

7. Limitaciones del estudio
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Otra posible amenaza a la validez del estudio es la muestra
de métodos XAl, redes, datasets y actividades elegidas.
Aunque se ha incluido relativa variedad a cada uno de estos
aspectos, al haberse constatado que algunos de ellos tienen
un impacto directo en las puntuaciones del usuario (por
ejemplo el dataset y la red), cabe plantearse la necesidad de
incluir mayor variedad en futuros estudios, e incluso explorar
qué caracteristicas concretas estan influyendo en las
puntuaciones de los usuarios.

Finalmente, hay que mencionar que el enfoque de este
estudio es sobre usuarios expertos en I|A, capaces de
entender explicaciones en forma de mapas de calor y sus
implicaciones para con las redes neuronales usadas. Por
tanto, se ha dejado para trabajo futuro la comprobacién del
impacto que pueda tener este factor de conocimiento del
ambito sobre las puntuaciones.

8. Conclusion

Una limitacion de este estudio es el tamaio de la muestra de
participantes. Sin embargo, el acuerdo unanime entre los
participantes tanto en las mejores como en las peores
explicaciones fortalece nuestra confianza en los hallazgos. La
Figura 5 presenta ejemplos de explicaciones que recibieron
por unanimidad las puntuaciones mas altas y bajas.

Aunque existen numerosos métodos XAl para generar
explicaciones, seleccionar el método mas adecuado sigue
siendo un reto tanto para investigadores como para
profesionales. Este estudio marca un paso adelante en la
comprension de como los usuarios perciben seis métodos
XAl conocidos (incluidos LIME, SHAP o RISE) cuando se
adaptan al dominio del video. Al aplicar explicaciones en
diversos conjuntos de datos y redes, se analiza la influencia
de esos factores. Sorprendentemente, y aunque la muestra
de expertos es pequena, hubo consenso: Video RISE fue el
preferido por los participantes, mientras que Video UP
recibié las puntuaciones mas bajas.

Los estudios de usuario para evaluar los métodos XAl son
esenciales para obtener informacién sobre como los usuarios
interactdan e interpretan las explicaciones de los sistemas de
IA. Este conocimiento puede guiar las decisiones técnicas
basadas en las preferencias de explicabilidad de los usuarios
y ayudar a elegir un método XAl apropiado para aplicaciones
del mundo real.

Sin embargo, los estudios consumen mucho tiempo y son
costosos, ya que requieren gran cantidad de recursos para
recopilar datos significativos. Para acelerar el proceso de
evaluacién, las métricas automaticas como el area bajo la
curva (AUC) pueden ofrecer formas mas eficientes de evaluar
los métodos XAl Sin embargo, persiste un debate sobre si el
rendimiento de los métodos XAl a través de métricas
objetivas debe tener prioridad sobre las preferencias del
usuario al determinar su efectividad o aplicacion. No
obstante, es fundamental probar qué tan bien se alinean las
métricas automadticas con la perspectiva del usuario. Cerrar
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esta brecha asegurard que el proceso de evaluacién siga
siendo efectivo y representativo de las experiencias reales
del usuario.

El trabajo futuro implicard evaluaciones con una muestra
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